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ABSTRACT

Reliable image quality assessments are necessary for evaluating digital imaging methods (halftoning tech-
niques) and products (printers, displays). Typically the quality of the imaging method or product is evaluated
by comparing the �delity of an image before and after processing by the imaging method or product. It
is well established that simple approaches like mean squared error do not provide meaningful measures of
image �delity. A number of image �delity metrics have been developed whose goal was to predict the amount
of di�erences that would be visible to a human observer. In this paper we outline a new model of the human
visual system (HVS) and show how this model can be used in image quality assessment. Our model departs
from previous approaches in three ways: 1) We use a physiologically and psychophysically plausible Gabor
pyramid to model a receptive �eld decomposition; 2) We use psychophysical experiments that directly as-
sess the percept we wish to model; and 3) We model discrimination performance by using discrimination
thresholds instead of detection thresholds. The �rst psychophysical experiment tested the visual system's
sensitivity as a function of spatial frequency, orientation, and average luminance. The second experiment
tested the relation between contrast detection and contrast discrimination.

Keywords: Image �delity, Image quality, Gabor, human visual system, detection, discrimination

1 INTRODUCTION

Before we describe our model, we brie
y review a number of contributions of researchers working in the
areas of image processing and image understanding. Each of these two areas has produced models of the
HVS that were intended to meet application speci�c criteria. The emphasis of image processing research
was on descriptive models, i.e. models that are supposed to produce evaluations of image quality similar to
those of a human observer, regardless of whether the models involved computations analogous to perceptual
mechanisms. A potential problem with purely descriptive models is that they may not generalize to cases
that di�er from those used to formulate these models. Such generalizations are more likely in the case of
explanatory models, i.e. models that are supposed to involve computations analogous to perceptual and
physiological mechanisms. Explanatory models of the HVS are being formulated within the area of image
understanding, which is concerned with deriving perceptual interpretations from images.

Image quality measures have been particularly intriguing for those studying lossy image compression.1{5

The goal of image compression is to discard as much information as possible while maintaining a certain level
of image quality. Typically this is done by processing images in a perceptual space. By the nature of the
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Figure 1: Block diagram of Daly's visible di�erences predictor.

problem, all such algorithms are constrained by the necessity that the transform into the perceptual space be
complete (invertible). Even in areas unrelated to image compression, this invertibility constraint continues to
be enforced.6{11 While such a constraint may be attractive in allowing a more diverse set of applications for
a visual model, it comes at a cost of less physiologically and psychophysically plausible models of the HVS.
Our emphasis on modeling percept leads to three modi�cations of prior approaches. These modi�cations
consist of 1) using a physiologically and psychophysically plausible Gabor pyramid to model a receptive �eld
decomposition, 2) using psychophysical experiments that directly assess the percept we wish to model, and
3) modeling discrimination performance by using discrimination thresholds instead of detection thresholds.

A number of models incorporating some type of frequency selective channels have been proposed for image
�delity assessment.6{11 These models have made great progress towards attaining meaningful image �delity
assessments. They go far beyond simple mean-squared error, which is well-known to be unsatisfactory. Our
work has been heavily in
uenced by these models and attempts to build on them. In order to motivate our
approach, we begin by considering some of the characteristics of these models. Figure 1 contains a block
diagram for one representative model.6 The two images being compared are processed by an amplitude
nonlinearity and a contrast sensitivity function (CSF). They are then decomposed into visual channels.
A local contrast calculation is done for each channel, and a masking computation determines a threshold
elevation. The di�erence of the two contrast images is compared to the elevated detection threshold to
determine the visibility of di�erences between the two channel images. In the �nal stage, the visibility
predictions in each channel are then combined to provide a measure of image �delity. In this model, a
variety of psychophysical data is used. The CSF is based on a set of psychophysical experiments not directly
related to the set of experiments for which the threshold elevation curves for masking are based. Likewise, the
amplitude nonlinearity, decomposition, and contrast calculations are founded on still others' experiments.
Frequently the task performed in the experiment used to obtain model parameters is not directly related
to the function of the corresponding portion of the model. For example, psychophysical experiments that
determine the CSF lead to the relation between contrast and percept, i.e. the probability of seeing a sine
grating at a particular frequency and contrast. However, the output of the CSF in Fig. 1 is not probability.
This means that this portion of the model is not a model of percept. Other models share these characteristics.
We have endeavored to take a more integrated approach with the goal of having our model more closely
match the psychophysical experiments upon which it is based.

Over the past 35 years, psychophysical and physiological experiments have been performed to examine
the response of the visual system to patterns that vary in spatial frequency or orientation. In the process,
there were those who viewed the function of the early visual system as spatially localized feature detection12

and those who viewed it as a Fourier-like spatial frequency decomposition.13,14 In the early 1980's the two
approaches seemed to merge as Mar�celja15 directed attention to a paper by Gabor16 that formulated an
uncertainty relation for information. For 1D signals, Gabor showed that a lower bound exists on the product
of the ability to resolve a signal in frequency and the ability to resolve a signal in time. Furthermore, Gabor
described a family of signals that obtain a lower limit of joint uncertainty in time and frequency. Daugman17

has extended Gabor's work to two dimensions to show that Gabor patches minimize the uncertainty relations
for the joint 2D-spatial|2D-spectral space. A number of physiological studies on cats and primates have
con�rmed the hypothesis that mammalian visual systems contain neurons whose receptive �elds closely
resemble Gabor patches.18{22
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Since Gabor decompositions are not orthogonal, prior image quality assessment methods have preferred
to decompose the image by sectioning the frequency domain into a number of pie pieces. On the other hand,
Gabor decompositions have been used to address a number of image understanding problems. Many texture
segmentation and classi�cation techniques have relied on Gabor decompositions.23{29 In addition, Cannon30

constructed a Gabor based model that successfully predicts perceived image sharpness of spatially �ltered
real world scenes. Because of the physiological and psychophysical plausibility of a Gabor decomposition,
our model involves a Gabor pyramid. Our psychophysical experiments determine the parameters of the
model. The �rst experiment tested the visual system's sensitivity to Gabor patches as a function of spatial
frequency, orientation, and average luminance.

Our second psychophysical experiment compared the relation between detection and discrimination
thresholds. The motivation for this second experiment is as follows. Prior image �delity measures implicitly
assume that contrast detection and contrast discrimination are equivalent.6{9,11 In contrast detection exper-
iments the subject is asked whether or not the stimulus is visible. In contrast discrimination experiments
the subject is asked to discriminate between two stimuli. When the subject is asked to discriminate between
a stimulus and no stimulus, the discrimination task may seem to be equivalent to the detection task. It is
tempting to assume that detection and discrimination experiments produce the same thresholds. For exam-
ple, one could conclude that for a particular stimulus with a detection threshold of 4% contrast, the same
subject would be able to discriminate between the presence or absence of the same stimulus with 4% contrast
with the same probability as in the detection experiment. One may even conclude that the discriminability
between stimuli of 25% and 29% contrast or between stimuli of 80% and 84% contrast would be identical.
Regardless of how reasonable these conclusions may or may not be, this is precisely what prior models for
image �delity assessment have done. This fact is illustrated in Fig. 1. The di�erence of the two contrast
images is computed in this model just prior to the channel response predictor. At this point, the information
about the contrast in the original images is lost, and the results of contrast detection experiments are used to
determine the visibility thresholds. A number of studies31{33 under slightly di�erent conditions have shown
that this assumption is not valid. Our second psychophysical experiment further explored the relationship
between contrast detection and contrast discrimination using Gabor patches as stimuli.

2 MODEL

Our goal is to develop a model of the HVS that is both physiologically plausible and consistent with
psychophysical data. In doing so, we derive a multiresolution (pyramid) approach for modeling receptive
�elds that are localized in both the spatial and spatial frequency domains.

Close examination of the processing of the HVS indicates that it operates using pyramid-style paral-
lelism. Rapid discrimination of objects in images is one example. It is possible to recognize objects in
complex images in a fraction of a second. Such ability would not be possible without a highly parallel visual
system. A pyramid structure provides a reasonable explanation for this, as well as many other perceptual
phenomena.34{37 Equipped with these �ndings and those in the previous section, we describe a model of
image �delity based on a Gabor pyramid.

Our model accepts two grayscale images as inputs and generates a probability map as output. The
probability map is a grayscale image that indicates the probability of a human observer locally detecting a
di�erence between the two input images at each pixel. A block diagram of our model is shown in Fig. 2.
The model departs signi�cantly from prior approaches in that the Gabor pyramid decomposition is matched
with the psychometric functions used to predict the visibility of di�erences between the two input images.

A multiresolution decomposition is performed on each image to generate a number of channels, each
containing the response of an ensemble of visual receptors. The receptors are modeled by Gabor functions
of varying frequency and orientation whose features are similar to the receptive �elds of the neurons in the
primary visual cortex. The characteristics of the Gabor functions used in our model follow those of Lee38

and are motivated by the work of many others.39{43,17,18,21,14,22,19 The decomposition used in our model is
based on the following considerations:

� Gabor patches have optimal localization in both the spatial and spectral domains.16,17

� Pairs of simple cells exhibit constant quadrature phase.40,22,44

� Receptive �elds are elliptical with an aspect ratio of 2:1 and modulation along the short axis of the
ellipse.19,17
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Figure 2: Block diagram of our HVS model.            

Figure 3: The set of Gabor �lters. The top row contains the even symmetric components and the bottom
row contains the odd symmetric components.

� Receptive �elds have a spatial frequency bandwidth predominately located around 1.5 octaves.19,41,45

� Receptive �elds have a orientation bandwidth around 20
o

.41

� Receptive �elds are shape invariant.46

The Gabor patches for one resolution level of the pyramid are shown in Fig. 3.

The multiresolution pyramid is built by lowpass �ltering and decimating the original image as shown in
Fig. 4. We call each output image the base image for a particular pyramid level. Figure 5 outlines the Gabor
decomposition for one level of the pyramid. The base image for each pyramid level is convolved with even
and odd symmetric Gabor wavelets at eight orientations. The square root of the sum of the squares of the
resulting even-odd image pairs describes the response of an ensemble of neurons tuned to a particular spatial
frequency and orientation. We call these images the channel images as they represent di�erent channels of
the visual system.

Due to the nature of Gabor patches, the resulting output from the decomposition is already a measure
of contrast, and hence, no additional contrast calculation is needed. At this point, we have not addressed
the issue of masking. The masking component in the Fig. 2 represents future work.

The Psychometric Look Up Table (LUT) consists of a family of psychometric functions that have been
empirically determined by psychophysical experiments described below. The Psychometric Selector selects
the appropriate psychometric function from the family of psychometric functions in the Psychometric LUT.
A higher pyramid level base image determines the adaptation level, and the channel image determines the
frequency, orientation, and reference contrast levels used to select the appropriate psychometric function
from the LUT.

The di�erence between the contrast images for each channel is then applied to the appropriate psycho-
metric function to produce a separate probability map for each channel. For example, the psychometric
function plotted in Fig. 6 would yield a visibility prediction of 0.8 for a contrast di�erence of 5%. All of
the probability maps from the di�erent channels are combined using probability summation to generate the
�nal probability map.
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3 DETECTION EXPERIMENT

The psychometric functions in our model represent the contrast sensitivity of the HVS as a function of
frequency, orientation, and luminance. Psychophysical experiments to measure contrast sensitivity are not
new. A number of experiments have measured sensitivity to sine waves and/or square waves at di�erent
luminance levels.47{50 Losada, et al.51 measured sensitivity to sine waves for di�erent frequencies and
orientations at three luminance levels. However, we are interested in the visual system's sensitivity to Gabor
patches. Peli, et al.52 reported such an experiment, but the experiment was limited to Gabor patches
that deviate in shape from those in our model. Furthermore, only two orientations (0 and 90

o

) and only
one luminance level were tested. Therefore, we designed a psychophysical experiment to measure contrast
sensitivity as a function of frequency, orientation, and luminance of Gabor patches.

3.1 Apparatus

Gabor patches were generated on a calibrated 24-bit color monitor with a peak luminance of 70 cd/m2 and
a gamma of 2.25. The monitor displays square pixels at a resolution of 100 pixels per inch on a 1024� 1280
pixel screen. All stimuli were gamma corrected and displayed in a dark room. The presentation time was
controlled by a Hewlett-Packard workstation. A chin rest was used to stabilize the subject's head at the
appropriate viewing distance. For all but the two lowest frequencies, a viewing distance of 2.4 m was used.�

For the two lowest frequency sessions, the viewing distance was reduced to one meter. Stimuli were always
displayed on the monitor with an average luminance of 35 cd/m2. Neutral density �lters were used to obtain
the correct average luminance.

3.2 Subjects

Two of the authors (CCT, JPA) served as subjects in the experiment. CCT was a slight myope and JPA
was a myope. Both subjects wore their normal correcting glasses. The subjects viewed the stimuli with the
natural pupil of their dominant eye.

3.3 Stimulus

In our experiment we deviate from the standard sine wave in favor of a psychophysically and physiologi-
cally motivated Gabor patch. The Gabor patch models the receptive �elds of the HVS and is characterized
as follows:

R(x; y; f0; �) = Lave(1 + Ce
�1p
���

2
((�2(x cos �+y sin �)2+(y cos ��x sin �)2)

eif0(x cos �+y sin �))

where x and y are the horizontal and vertical distance from center, f0 and � are the frequency and orientation
of the sinusoidal grating, � and � are the aspect ratio and standard deviation for the Gaussian envelope, C
is the contrast of the Gabor patch, and Lave is the average luminance of the Gabor patch.

A few additional considerations arise with this change in stimulus. We de�ne contrast as C = Lpeak=Lave.
This de�nition is equivalent to the contrast de�nition proposed by King-Smith and Kulikowski53 and the
nominal contrast de�ned by Watson.10 In the case of a sine wave this de�nition of contrast is equivalent to
the popular Michelson contrast, since Lpeak = Lmax � Lave = Lave � Lmin, i.e.

C =
Lpeak

Lave

=
Lpeak + Lpeak

2Lave

=
Lmax � Lmin

Lmax + Lmin

:

However, this is not the case with the Gabor patch. The Gabor patch is a sine wave in a Gaussian envelope.
The Gaussian envelope attenuates the trough of the sine wave, e�ectively increasing Lmin so that the above
equation no longer holds. In addition, the attenuating e�ect of the Gaussian envelope causes low contrast
Gabor patches to appear smaller than high contrast Gabor patches. For small changes in contrast, the
perceived change in size is minimal.54 Consequently, the contrast remains the salient feature in detecting
and discriminating Gabor patches.

�The size of the room required the use of a front surface re
ecting mirror to achieve a viewing distance of 2.4 m.
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Figure 7: Psychometric functions for vertically oriented Gabor patches with an average luminance of 4.4
cd/m2.

3.4 Procedure

The stimulus was characterized by average luminance, contrast, frequency, and orientation. In a single
session, all but contrast were held constant. The target consisted of a Gabor patch in the center of a uniform
gray image with luminance Lave. The method of constant stimuli was used. Within a session eight levels of
contrast were presented. One contrast level was set at 0%. Trials with 0% contrast served as \catch" trials.
Fifty trials of each stimulus were presented in random order for a total of 400 trials per session.

A �xation cross was displayed before and after each trial. Each trial was initiated by pressing the middle
mouse button whereupon a 50 ms average luminance uniform �eld was presented followed by a 100 ms
presentation of the trial stimulus. The subject then pressed the left mouse button if he saw the stimulus
or the right mouse button if he did not see the stimulus. The subject was instructed to adopt a response
criterion such that the proportion of errors on the catch trials was low but above zero. Auditory feedback
was provided after each catch trial presentation.

The result of each session was a psychometric function indicating the probability of the subject detecting
the given Gabor patch at various contrast levels. This data was analyzed with SAS version 6.11 using probit
analysis55 to obtain contrast detection thresholds.

Both subjects completed sessions for eight orientations (0, 22.5, 45, 67.5, 90, 112.5, 135, and 157.5
o

) and
three average luminance levels (0.5, 4.4, and 35 cd/m2) using Gabor patches of 6 cycles/degree (c/deg). In
addition, subject CCT completed sessions for ten spatial frequencies (1, 1.8, 3.3, 6, 8, 10.8 14.5, 19.4, 26.1,
and 35 c/deg at the above average luminances using vertically oriented Gabor patches. Subject CCT also
produced psychometric functions for 6 c/deg vertically oriented Gabor patches at eight di�erent luminance
levels (0.5, 1.1, 2.2, 4.4, 8.8, 17.5, and 35 cd/m2).

3.5 Results

The obtained psychometric functions for subject CCT with vertically oriented Gabor patches with an
average luminance of 4.4 cd/m2 and varying spatial frequencies are plotted in Fig. 7. The smooth curves
are cumulative Gaussian functions �t to the data via probit analysis. The psychometric functions reveal the
probability that the subject detected the Gabor patch for various contrasts. The psychometric function for
the 1 c/deg Gabor patch has the steepest slope. As spatial frequency increases the psychometric functions
are shallower, indicating the subject's reduced sensitivity (1/threshold) to Gabor patches at those spatial
frequencies. The three curves in Fig. 8 represent the visual sensitivity for the three luminances measured as
a function of spatial frequency.

Figure 9 contains the thresholds obtained for 6 c/deg Gabor patches of various orientations for both
subjects. In each plot, the three curves represent average luminance levels of 0.5, 4.4, and 35 cd/m2. The
thresholds for subject CCT with a vertically oriented, 6 c/deg Gabor patch are plotted in Fig. 10 as a
function of average luminance.
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Figure 8: Sensitivity curves for vertically oriented Gabor patches at various average luminance levels.
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Figure 9: Detection thresholds for (a) CCT and (b) JPA for 6 c/deg Gabor patches at various orientations.

3.6 Discussion

The sensitivity data in Fig. 8 indicate a lowpass nature for the sensitivity of the HVS to Gabor patches.
The data match that of two similar studies51,47 for frequencies above 3 c/deg. Losada et al. measured the
contrast sensitivity to sine wave gratings with average luminance levels of 0.05, 0.5, and 20 cd/m2. Banks et
al.47 measured the contrast sensitivity to cosine gratings damped horizontally and vertically by a half-cosine
wave adjusted to encompass 7.5 cycles of the cosine. They considered spatial frequencies from 5 to 40 c/deg
and average luminance levels of 3.4, 34, and 340 cd/m2. Losada et al. found a decrease in sensitivity to sine
wave gratings below 3 c/deg. We did not observe this decrease in sensitivity at low frequencies. Instead,
our curves exhibited a lowpass shape consistent with those reported by Peli et al. Figure 9 shows that the
contrast detection depends on the orientation of the stimulus. The general shape of the curves is consistent
with those obtained by others.51

It can be observed in Fig. 10 that the contrast thresholds decrease as the average luminance increases
until 9 cd/m2. The luminance levels below this value represent a range in which Weber's law does not
hold. However, for luminance levels above 9 cd/m2, the reduction in contrast thresholds lessens implying
an approximation of Weber's law for this range of luminance levels. Banks et al. reported that contrast
sensitivity was higher at luminance levels of 340 cd/m2 than at 34 cd/m2 but that the decrease in threshold
was not as large as from 3.4 to 34 cd/m2. Due to peak luminance limitations with our display device, we
were unable to investigate contrast sensitivity for luminance greater than 35 cd/m2.
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Figure 10: Thresholds for 6 c/deg vertically oriented Gabor patches at various luminance levels.

4 DISCRIMINATION EXPERIMENT

Image �delity assessments are based on the task of discrimination, i.e. the task of perceiving di�erences
between two stimuli. However, typical image �delity metrics use models based on detection thresholds, i.e.
thresholds based on the ability to perceive a single stimulus. In this experiment we explore the relationship
between detection and discrimination tasks. We employed the same apparatus as in the detection experiment
and used a viewing distance of 2.4 m.

4.1 Subjects

Three subjects including two of the authors (CCT, ZP) served in the experiment. ZP and TF were
myopes. The subjects wore their normal correcting glasses and viewed the stimuli binocularly with natural
pupils.

4.2 Procedure

The stimulus consisted of two vertically oriented, 6 c/deg Gabor patches with the same characteristics
as those in the previous experiment. The reference patch had a �xed contrast while the test patch varied in
contrast. Within a session the test patch consisted of eight contrast levels slightly above reference contrast.
A �xation cross remained at the center of a uniform gray image with luminance Lave throughout each session.
In each trial the two Gabor patches were presented 1

o

to either side of the �xation cross. The presentation
time for each trial was 100 ms. Each test patch was presented 100 times for a total of 800 trials per session.y

The test patches were presented in random order, and the side of presentation for the test and reference
patches was randomized with each trial.

The subject was asked to indicate which patch (left or right) had higher contrast. Auditory feedback
was provided whenever the subject responded incorrectly. The psychometric functions were analyzed using
probit analysis to obtain contrast discrimination thresholds. All subjects completed sessions for four reference
contrast levels (0, 25, 50, and 75%) at an average luminance level of 35 cd/m2. In addition, subject CCT
completed sessions for reference contrast levels of 3 and 9% at 35 cd/m2 and reference contrast levels of 0,
25, 50, and 75% for an average luminance level of 4.4 cd/m2.

ySome of the sessions involved 50 presentations of each test patch for a total of 400 trials per session.
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Figure 11: Thresholds for Discrimination of 6 c/deg vertically oriented Gabor patches for (a) three subjects
at 35 cd m�2 average luminance and (b) subject CCT at two average luminance levels.

4.3 Results

The results from this experiment are presented in Fig. 11. Figure 11a contains curves of the discrimina-
tion threshold as a function of reference contrast for all three subjects using Gabor patches at an average
luminance level of 35 cd/m2. Figure 11b compares the thresholds for subject CCT at two average luminance
levels.

4.4 Discussion

It is clear from Fig. 11 that discrimination and detection tasks are not equivalent. If they were, then all of
the curves would be horizontal lines. This observation is consistent with the results of previous experiments.
Typically these experiments have presented two sine wave gratings in temporal succession and asked the
subject to indicate the grating of higher contrast.31{33 The case of 0% reference contrast is analogous to
the detection task. We see that as the reference contrast increases, the discrimination threshold decreases
and then increases. The facilitation e�ect observed for low reference contrasts has been reported in previous
studies; however, with the exception of the 35 cd/m2 case for subject CCT, the facilitation e�ects continue
well beyond the reference contrasts reported previously. In addition, it should be noted that only the curve
for CCT with average luminance of 35 cd/m2 contains data points for reference contrasts of 3 and 9%. We
would expect a similar dramatic facilitation e�ect to be evident had this data been collected for the other
curves.

Finally, it is interesting to note that a higher variability exists in the detection thresholds than the
discrimination thresholds. This is true both among various subjects (Fig. 11a) and among di�erent average
luminance levels for the same subject (Fig. 11b). This observation suggests that two independent mechanisms
may be responsible for the detection and discrimination tasks. To that end, a model that is based on
discrimination thresholds appears to be more psychophysically plausible.
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